September 2019

SNS RESEARCH BRIEF nr58

Cities and Big Data

EW "BIG DATA” sources
allow for the measurement of
city characteristics and out-
come variables at higher col-

THE LACK OF CONNECTION between the urban applica-
tions of social science and the physical city has partly been
driven by alack of data on the physical attributes of urban
spaces. Big data has the potential to bridge this gap.

lection frequencies and more
granular geographic scales than ever befo-
re. However, big data will not solve large
urban social science questions on its own.
Big urban data has the most value for the stu-
dy of cities when it allows for the measure-
ment of the previously opaque or when it can
be coupled with events that are unforeseen
by people or places.

ITISSHOWN HOW GOOGLE STREET VIEW IMA-
GES can be used to predict income in New York City, sugges-
ting that similar imagery data can be used to map wealth and

poverty in previously unmeasured areas of the developing
world. The images can also be used to estimate tenants’ valu-
ation of, e.g., housing characteristics.

CROWDSOURCED DATA from online platforms such as
Yelp are often contemporaneous and geographically finer
than official government statistics. Evidence is presented
showing that Yelp data can complement government sur-
veys by measuring economic activity such as opening new
restaurants in close to real-time at a granular level and on
almost any geographic scale.
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Bridging the
gaps between
urban economics
and the physical
city.

Introduction

Historically, there has been a divide between
urban economics and the physical aspects of
the city itself. Social scientific research has been
detached from subjects such as architecture
and streetscapes. This lack of connection has
been driven in part by alack of data on the phys-
ical attributes of urban spaces. The “big data”
revolution will change this. Big data turns a
cross section of space into living data, offering a
broader and finer picture of urban life than has
ever been available before. Moreover, in com-
bination with predictive algorithms, big data
may allow us to extrapolate outcome variables
such as house prices or income to previously
unmeasured parts of a population. This policy
brief showcases some examples of how big data
can be used to develop cities.

To answer classic social science questions
such as understanding the impact and mech-
anisms of urban growth and how the physi-
cal city interacts with social outcomes, big data
becomes powerful once it is combined with
exogenous sources of variation. Exogenous
means something that is out of the control of
the decision maker, such as bad weather or a
new policy. In urban contexts, the two key exog-
enous variation sources are “shocks to plac-
es” and “shocks to people”; the former consists
of high frequency events that affect geograph-
icregions (e.g., the opening of large manu-
facturing plants; see Greenstone, Hornbeck,
and Moretti 2010), while the latter consists of
high-frequency events that affect geographic
regions within cities (e.g., the moving to oppor-
tunity [MTO] experiment; see Chetty, Hendren,
and Katz 2016; Katz, Kling, and Liebman 2001).
Information on exogenous events causes these
observational settings to mimic the classic sta-
tistical laboratory situation where a researcher
assigns a certain “treatment” to an object being
studied. This alleviates issues otherwise com-
mon to observational studies,' enabling the sep-
aration of causality from correlation. Causal
knowledge is useful for, e.g., the design of poli-
cies.

1. Often called endogeneity issues, e.g., reversed causality,
omitted variable bias and self-selection.

The strongest case for using big data to
assess economic outcomes in cities is when fine-
ly detailed geography can be matched with lon-
gitudinal data? and exogenous events that are
tied to a particular locale. In those settings, big
data can enable researchers to examine wheth-
er there is a causal effect on people in the prox-
imity of the exogenous event, no matter where
they move.

Big data is also improving city manage-
ment. By making their operations more data
driven, cities can fine-tune regulations, improve
the allocation of scarce resources, and forecast
future needs. Crucially, for many urban data
interventions, simply being able to predict out-
comes or characteristics is valuable on its own
even without understanding the underlying
phenomena causing the outcomes. Moreover,
many data-driven interventions are scalable;
hence, the expansion of data collection and dig-
itization efforts across cities attracts entrepre-
neurship and innovation.

Overall, the findings discussed in this pol-
icy brief are relevant in the following ways.
Policymakers benefit from having real-time
snapshots of how neighborhoods and the local
economy are evolving over time, which is use-
ful for both planning and policy purposes.
Potential investors and homebuyers also benefit
from understanding, for example, how housing
prices are likely to change in different neighbor-
hoods over time. In addition, real estate inves-
tors might want to know where housing prices
are likely to increase. The scale and magnitude
of urbanization make the questions discussed
here relevant on a global scale.

Together with my coauthors Hyunjin Kim,
Scott Duke Kominers, Michael Luca and Nikhil
Naik, I have studied these topics in Glaeser et
al. (2017), Glaeser, Kim, and Luca (2017) and
Glaeser, Kim and Luca (2018). The present pol-
icy brief summarizes these findings in the afore-
mentioned studies. These studies use U.S. data,
but many takeaways herein are valid in the
European Union (EU) context as well.

2. Longitudinal data collects repeated measurements on
the same subject, e.g., individuals’ incomes for two years or
more.
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Quantification and City Policy

In addition to their value for urban science,
improvements in the quantification of cities can
dramatically change the way that cities operate
and evaluate policies.

New ways in which big data sources are
impacting city policies are becoming abundant:
governments are digitizing and sharing records,
and private firms are collecting high-frequency
measurements of local businesses, traffic, and
other urban features. In this section, a taxono-
my of the new types of urban data now available
to researchers and policymakers is presented,
followed by a discussion on how the new data
can impact policy.

Taxonomy of Data Sources

Digital Exhaust

One valuable but underutilized source of data
is digital exhaust, which is the trail of data left
online through everyone’s day-to-day use of
the Internet. Across a variety of domains, digi-
tal exhaust can help measure the physical city.
Review platforms such as Yelp and TripAdvisor
provide direct measures of the quality of servic-
es and establishments throughout cities world-
wide. Social media platforms such as Twitter
and Facebook can inform us about the pulse

of neighborhoods or about the structure of
social networks. LinkedIn can shed new light
on labor markets and search costs.? Search que-
ries from platforms such as Google and Bing
contain insight about the needs and preferenc-
es of a physical city. Zillow provides new insight
into housing markets, as does data from sharing
platforms such as Airbnb.

Digital exhaust data can be directly applied
to city management. Yelp reviews, for example,
provide detailed, high-frequency data on res-
taurants that can be used to assess hygiene (see
the extended example discussed below, as well
as Glaeser et al. 2016; Kang et al. 2013), and
Google searches can be used to help predict flu
outbreaks (see, e.g., Carneiro and Mylonakis
2009; Ginsberg et al. 2009; Polgreen et al.
2008; Yang, Santillana, and Kou 2015).

3. For an overview of these and other user-generated con-
tent platforms, see Luca (2016).

Open Government Records

Thirty years ago, cities stored most of their
records on paper. Now, a growing digitization
movement seeks to convert data that were his-
torically on paper to electronic, machine-read-
able records. Digitized records are often made
available online. For example, criminal records
have been publicly available for several dec-
ades now in many U.S. states yet were very dif-
ficult for policymakers and researchers—much
less the public—to access. Over time, criminal
records have slowly become digitized and read-
ily available, which has made research easier,
but it has also influenced incentives for recid-
ivism and criminal behavior more generally
(Finlay 2009; Luca 2016).

An “open data” movement seeks to increase
transparency by making cities’ internal data
publicly available. Many large cities (e.g.,
Boston, Chicago, Copenhagen, San Francisco
and Stockholm) have created open, freely acces-
sible “data portals” that researchers and citi-
zens can use to access digitized records; many of
these data portals are updated in real time. The
availability of open data encourages entrepre-
neurs to look for ways in which city data can be
used to enhance welfare and creates possibili-
ties for new partnerships between city officials
and researchers.

Corporate Data

Private data from companies represent a third
butless developed approach to measuring the
physical city. In addition to the digital data
mentioned above, one can envision using gym
memberships to understand health behavior,
College Board data to gain additional insight
into student performance, and credit card
transactions to quantify changes in spending
over time. Furthermore, data from cell phone
carriers such as Vodafone and Telia could shed
light on the patterns by which people move
around the city.

How Can New Data Empower the City?

At abasiclevel, cities specialize in three activi-
ties that are deeply reliant on—or can be greatly
improved through—data and analysis.

Your digital
exhaust can be
used to improve
the city.



User ratings
can be used to
allocate scarce
resources.

1. Cities evaluate and enact policies and reg-
ulations.
Cities operate public services.
Cities forecast future activities for the sake
of planning and policymaking.

Next, I briefly describe ways in which big data
can influence each of these activities.

Policy Evaluation

Historically, most empirical policy analyses
have looked at relatively narrow outcomes.
One might examine, for example, the impact of
hotel tax rates on the prices of hotels. It would
be more beneficial to measure the broader
impact of taxes, but historically, other factors
such as the impact of taxes on “quality” would
be very difficult to measure. Now, tax chang-
es, TripAdvisor ratings, Priceline prices, and
Airbnb listings can be combined to obtain a
much broader view of the intended and unin-
tended consequences of tax policy on the phys-
ical city.

In addition to broadening the outcomes
under consideration, new data can lead to high-
er frequency estimates of changes. Suppose,
for example, that someone wants to evaluate
the impact of unemployment benefits on job
searches. Traditional analyses might examine
the length of unemployment and the average
income after one year. However, LinkedIn and
similar sites could in principle give us measures
of day-by-day job search behavior.

Operating Public Services

While research has traditionally focused on pol-
icy evaluations, there is a growing acknowledg-
ment of the practical importance of predicting
problems. Cities are responsible for allocat-

ing scarce resources. For example, cities choose
which domestic violence cases to follow up on
and which labor market complaints to inves-
tigate; in both settings, the underlying choice
problem here is not a program or an evaluation
but rather a prediction problem. The city must
predict which domestic violence offenders are
likely to reoffend and which labor market com-
plaint is most likely to unearth a serious issue.
Using data to improve these predictions about

the physical city creates value—and new data
sources are central to this task (see Kleinberg et
al. 2015).

Another example concerns the cell phone
carrier Telia, which helped the Helsinki
Regional Transport Authority identify hotspots
to deploy “feeder” bus lines to the subway in the
Helsinki/Espoo area. This made it more con-
venient for commuters to choose public trans-
portation, resulting in a car traffic decrease of 8
percent during the period of November 2017 to
January 2018.

Forecasting

Urban planners and policymakers forecast
future economic activity through time-series
analyses on leading indicators of activity. New
data sources—especially coupled with machine
learning—have the potential to revolutionize
forecasting. Zillow, TripAdvisor, and LinkedIn,
for example, provide measurements that can
be used in estimating future housing prices,
tourism, and unemployment. Data from app-
based payment systems can provide insight into
upcoming retail spending and consumption
patterns.

Closing Example: Data-Driven Hygiene
Inspections

This section concludes with an applied exam-
ple showing how data and predictive tools can
directly inform city resource allocation.

In nearly every developed country, health
inspectors examine restaurants to identify
unsafe restaurant practices (such as storing
food at unsafe temperatures), which can lead to
foodborne illness. These inspectors are typically
allocated according to the perceived health risk
posed by arestaurant or cuisine. For example,

a sushi restaurant may be inspected more often
than a burger joint because sushi is more like-
ly tolead to food sickness. In addition, health
inspector allocation is effectively random.

However, inspections do not have to be ran-
dom. Suppose instead that we were to base the
likelihood of inspection on evidence from Yelp
reviews. Perhaps we would start with a search
on Yelp for terms such as “sick” or “dirty”; we
would probably find a few culprits, but a predic-
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Figure 1. Correlation between Yelp Ratings and Hygiene Inspection Services.
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Notes: Review data consists of reviews on Yelp.com for restaurants in San Fransisco, CA from September, 2010 through Septem-
ber , 2013. Hygiene scores are from the San Fransisco Department of Public Health, for the same timeframe.

tive algorithm trained through machine learn-
ing can do much more than that. The algorithm
would “learn” from the histories of reviews and
inspection outcomes and then predict the likeli-
hood of finding violations based on more recent
reviews. Inspectors could then be reallocated

to restaurants that are most likely to have viola-
tions.

Kang et al. (2013) and Glaeser et al. (2016)
explored the feasibility of using natural lan-
guage processing to predict hygiene violations
with reviews on Yelp. To see how powerful even
a simple adjustment can be, consider Figure 1,
which shows the correlation between Yelp rat-
ings and hygiene scores. Even before apply-
ing machine learning techniques, it is clear that
Yelp scores can help identify hygiene scores.

In a competition run with the city of Boston

to develop a predictive algorithm for Boston,
Glaeser et al. (2016) demonstrated that using
Yelp reviews to guide inspections may signifi-
cantly increase the number of health risks iden-
tified without increasing costs.

However, as discussed in the introduc-
tion, urban policy questions relying on a con-

crete understanding of a causal effect must
combine the data with information on exoge-
nous shocks. Other policies, however, can be
informed directly through data, often in combi-
nation with predictive algorithms.

Measuring the Streetscape

In this section, it is demonstrated how apply-
ing computer vision algorithms to Google Street
View data (or other image corpora) can be used
(1) to measure the physical characteristics of
neighborhoods and (2) to estimate neighbor-
hood income.

In the past decade, Google Street View has
extensively photographed the built environ-
ment in more than 100 countries. Almost all
American cities have been documented in high
definition, and the resulting images can be clas-
sified using computer vision algorithms. Some
of these images can be linked to corresponding
GPS-coded attributes of interest (such as hous-
ing prices, income, or ratings of urban upkeep).
This information could create a training data
set that could be utilized to train algorithms.

Images can be
used as data...



... to predict inco-
mes and housing
prices.

After training, the algorithms are shown imag-
es of houses not seen before (called a test sam-
ple) to judge whether the training went well. If
it did, then the algorithm is likely to make good
predictions of house prices, incomes in the area
and so on from pictures of houses in new set-
tings, e.g., other cities. The potential of this pro-
cedure is shown below. Two examples of the
procedure will be given in these two distinct but
related questions:

1. Can Street View imagery data be used to
predict income?

2. Can Street View data improve predictions
of how certain housing characteristics
affect housing prices?4

The first question is most relevant for develop-
ing countries, where we sometimes have large
image corpora but no reliable large-sample
income data. The second question is likely to be
more relevant in the developed world, where
we have price data but typically have not used
visual images of the streetscape as explanato-
ry variables. Predicting prices with streetscape
imagery may also have public policy value as a
tool in property value appraisal in places (both
developed and developing) where governments
rely on property taxes.

Ifimages are available for an entire city, a
computer vision model trained on a small sam-
ple of income data can produce a citywide map
of wealth and poverty, as well as measures of
income segregation. If we have images at dif-
ferent points in time, we can then test how indi-
vidual interventions change the distribution of
wealth.

4. E.g., can it improve the quality and fit of hedonic
regressions? Hedonic regression is a technique that can be
used to determine how different housing characteristics
affect housing prices. Here, the price of, e.g., an apartment,
is assumed to depend on several characteristics such as the
size of the apartment, whether it is a penthouse or not, the
distance to the closest commuting station and in which part
of the city the apartment is located. The hedonic regression
approach can be used to estimate, e.g., the market valuation
of such characteristics, i.e., how the characteristics influence
the market price of the apartment.

Predicting Income and Housing Prices

with Pixels

As a proof of concept, it is demonstrated that

the median income of residents in New York

City can be predicted from Street View imag-

es using a computer vision model. Further, it is

shown that the computer vision model trained

to predict median incomes from images of New

York City is able to predict the median income

of images from Boston with almost the same

accuracy as in New York. Finally, predicted

income is linked with housing prices to show

the potential use of this technology in hedon-

ichousing price regressions. The procedure is

described in more detail in Glaeser et al. (2017).
The main results from Glaeser et al. (2017)

can be summarized as follows:

o The fit of the model works well in contexts
other than the training and test settings.
« Theincome measure predicted from imag-

es alone captures 77 percent of the variation
in the true income measure.

Amodel trained on New York City images works
well for Boston. However, keep in mind that
Boston and New York are reasonably similar
places. Further, the analysis here is done using
block group data rather than individual address
data.

Hedonic Pricing

We now turn to our next exercise: linking imag-
es to prices. In this case, the interest lies in the
extent to which physical attributes can add pre-
dictive power to models when the aim is to pre-
dict housing prices. In some cases, the interest
may just be in expanding predictive power—
perhaps if the government is trying to improve
an automated appraisal process for property tax
purposes. In other cases, we may actually want
to know which physical attributes explain dif-
ferences in housing values. Street View image-
ry may be useful in both settings. For example,
computer vision technology has enabled the
identification of particular street-level attrib-
utes, such as potholes. In principle, these attrib-
utes can be added to a hedonic price model. At
present, however, the focus is on the simpler
task of just predicting prices with pixels.
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In essence, we are currently aiming to
answer the question of whether the physical
attributes of neighborhoods that attract rich
people also increase housing prices. The main
results can be summarized as follows:

« The predicted income from the images has
significant explanatory power for housing
prices, both in the training sample and test
samples.

« Thethings that can be seen from the street
(i.e., in the pictures) have approximately
as strong a predictive power for the hous-
ing prices as the things that cannot be seen
from the street.

« Similar results hold true for predicting
housing prices in Boston using the New
York City trained model.

Thus, we conclude that Google Street View can
predict income in New York (and Boston using
the New York-trained model), and predicted
income helps us predict housing prices in our
sample. This does not mean that we can predict
income well in the developing world, but it does
provide some hope that Google Street View and
similar products will enable us to better under-
stand patterns of wealth and poverty world-
wide.

Nowcasting Gentrification

Gentrification can be loosely defined as a pro-
cess where deteriorated urban neighborhoods
are renovated due to the inflow of relatively
wealthy residents. This may result in a number
of consequences, such as the displacement of
restaurants and convenience stores, implying a
rearrangement in the distribution of workplac-
es and often a change in ethnic composition.
Hence, it is highly relevant for policy to be able
to measure gentrification. This section suggests
away of doing so based on street imagery.

Data Description

Our first measure of gentrification is via the
housing price data provided by the Federal
Housing Finance Agency (FHFA). These data
represent an annual repeat sales index for over
18,000 five-digit ZIP codes in the United States,

described in Bogin, Doerner, and Larson (forth-
coming). We use data from 2012 to 2016, and
the average real growth of this index over this
period is 3.1 percentage points.

Three measures of neighborhood demo-
graphics are used. These are available for five-
year windows from the American Community
Survey (ACS): percent college educated, per-
cent aged between 25 and 34, and the share of
the population that is white. Because education
tends to be reliably correlated with both income
and housing costs, the percent of people with
acollege education in an area provides a rea-
sonable metric to measure gentrification. In
our sample, the average ZIP code in New York
showed that the number of adults with college
degrees increased by 2.6 percent.

Our final measure of neighborhood change
is the change in StreetScore, drawn from Naik et
al. (2017). This measure contains information
on how respondents rated images from Google
Street View on perceived safety. These ratings
were used as training data for computer vision
techniques, which generated StreetScores for
more neighborhoods. The StreetScore measure
isinterpreted as a proxy for the overall physical
quality of the neighborhood rather than safety
per se.

For measures of changes in business cat-
egories, we use data from Yelp’s business list-
ings that are sourced through user submissions,
business owner reports, partner acquisitions,
and internal data quality checks.®

Results on Local Housing Prices

We first explore the ability of Yelp data to pre-
dict contemporaneous changes in housing price
growth at the ZIP code level, looking at the peri-
od from 2012 to 2016 by following Rascoff and
Humphries (2015), who link the proximity of a
Starbucks to the price growth on Zillow. In our

5. Despite the granularity and availability, Yelp data have
limitations that are discussed in further detail in Glaes-

er, Kim, and Luca (2017). Yelp’s business classification is
assigned through user and business owner reports, which
results in unsystematic industry categorization that does
not correspond to government datasets. Furthermore, the
quality of Yelp data depends on the degree of Yelp adoption,
which has grown over time. Given these issues, we only
count businesses as open if they have received at least one
recommended Yelp review.

The measure-
ment of neigh-
borhood change
informs policy-
makers.



version, we examine whether price growth is
correlated with contemporaneous growth in the
number of Starbucks cafes, which allows us to
understand whether the addition of a Starbucks
is an indicator of gentrification.

First, the correlation between the growth
in home prices and the increase in the num-
ber of Starbucks in the same ZIP code during
the same year is calculated. A one-unit increase
in the number of Starbucks in a given year is
associated with roughly a 0.5 percent increase
in housing prices. This effect is large, but the
explanatory power of the Starbucks measure is
modest. Further, the direction of causality in
this relationship is a priori unclear. For exam-
ple, Starbucks may target the opening of its
cafes in places that are on the upswing, so the
correlation may reflect Starbucks’ strategy, that
is, higher incomes in a ZIP code area may cause
Starbucks to open establishments there. On the
other hand, businesses may contribute to gen-
trification; here, a newly opened Starbucks may
lead people with higher incomes to move into
the ZIP code area, implying that the causality
would go in the opposite direction.

To partially distinguish between these
hypotheses, we control for unobserved differ-
ences between ZIP codes that do not change
over time. Our time period is short, so if
Starbucks is targeting growing areas, then this
approach should eliminate much of the cor-
relation. Here, the 0.5 increase falls to 0.17.
Another analysis includes both the current and
past measures of Starbucks growth, as well as
the change in the number of Starbucks that
are closed and the increase in the number of
Starbucks reviews. The increase in the num-
ber of Starbucks reviews is also predictive of
neighborhood change: a ten-unit increase in the
number of reviews is associated with a 1.4 per-
cent increase in housing prices in the ZIP code.
Since the presence of a Starbucks is less impor-
tant than whether the community reviews the
Starbucks, this finding challenges the interpre-
tation that people are paying for the proximity
to a Starbucks. While Starbucks may be a par-
ticularly prominent coffee shop, it is not the
only possible retail establishment that may sig-
nal gentrification at the local level. Therefore,

the analysis is expanded to include all of the
cafeslisted in Yelp over the same time period.
This change increases the number of ZIP codes
because more ZIP codes have at least one cafe
during this time period. Similar results are
found, although the magnitude of the power of
the cafe reviews is somewhat weaker than for
Starbucks. The difference between Starbucks
and the cafe results lends some support to the
upscaling hypothesis.

In Glaeser, Kim, and Luca (2017), we
expand our analysis to other industries that
Yelp has classified. In many cases, similar to
Starbucks, the number of Yelp reviews provid-
ed additional predictive power beyond just the
addition of a business, suggesting that both
changes in the local economy and changes in
the use of Yelp are related to gentrification.

Results on Demographic Change

We now explore whether the local business
ecosystem shifts with demographic chang-
esin aneighborhood. The focus is on New York
City, and we examine demographic changes
between 2007—2011 and 2012—2016, as well as
StreetScore changes between 2007—2014.

The change in the number of grocery stores
is statistically significantly correlated with the
change in the number of adults with college
degrees. The correlation of the change in the
number of grocery stores with the age and racial
composition of the ZIP code is also statistically
significant, but this correlation is approximate-
ly one half the size of the correlation with the
change in the percent that are college educated.
These results seem compatible with the litera-
ture on “food deserts” that refers to how poor-
er people live in areas with fewer healthy food
options.

The number of laundromats is correlated
with the share of the population that is young,
which is perhaps less surprising. As laundro-
mats are rarely “upscale,” this result seems
more compatible with business densification.

Correlations exist between the change in
the share of the population that is college edu-
cated and changes in the number of cafes, bars,
restaurants, barbers, wine bars, convenience
stores, fast food restaurants, florists, and res-
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taurants categorized by Yelp as being pricey.
Restaurants, barbers, and florists also corre-
late with the number of people who are young.
Correlations with the racial composition were
almost uniformly weaker.

In Glaeser, Kim, and Luca (2017), we repro-
duce these results for Boston, Chicago, Los
Angeles, and San Francisco and examine corre-
lations with the number of Yelp reviews by cat-
egory. Many of the patterns are broadly similar,
with two significant differences. The number
oflaundromats no longer has a strong correla-
tion with gentrification. In the other four cit-
ies, unlike New York, several of the Yelp review
counts correlate strongly with the number of
younger people in the ZIP code, potentially due
to the geographic variation in the age of Yelp
reviewers.

The final measure is of the physical
change in the neighborhood as measured by
StreetScore. As before, we begin with New York
City and then turn to other large urban areas
in Glaeser, Kim, and Luca (2017). To keep the
results comparable, we continue to look at the
ZIP code level data, although there is no reason
why we could not look at the block itself. At the
ZIP code level, the strongest correlation is with
the number of vegetarian restaurants, which
had a much weaker correlation with the change
in the share of the college educated. The sec-
ond strongest correlation is with the change in
the number of Starbucks, and the third strong-
est is with wine bars. This mirrors our previous
results with regards to demographic change.

Concluding discussion

Big data is particularly valuable when it can
improve policymaking directly. The ways in
which Yelp (and other crowdsourced rating
tools), e.g., can augment city services such as
sanitary inspections have been discussed. More
generally, big data offers the ability to use the
broader civil society to augment the functions
of government by lowering the costs of con-
tributing to government services. Smart phone
apps and other similar accessories provide tools
that citizens can use to give feedback to gov-
ernments quickly and inexpensively. In this

research, the potential for measuring gentrifi-
cation and predicting citizens’income as well as
housing prices in cities was showcased.

In general, big data can help cities in mean-
ingful ways and improve research on cities but
only if it is used with thoughtful care. Big data
will do far more for urban research if it is paired
with exogenous sources of variation, and it will
do far more for policymaking and implementa-
tion if it is paired with openness to new meth-
ods.

Ongoing discussions about how to update
or replace the national census across many
countries have been witnessed in recent years.
For example, the United Kingdom considered
replacing the census with administrative data
as well as third-party data from search engines
such as Google (Hope 2010, Sanghani 2013).
One of the areas that the U.S. Census Bureau
has been considering in its new plan to pare
$5.2 billion dollars from its cost of $20 billion
for the decennial census is to utilize administra-
tive records and third-party data (U.S. Census
Bureau 2015, Mervis 2017).

Our analyses of a possible data source, Yelp,
suggest that these new data sources can be use-
ful complements to official government data.
Yelp can help predict contemporaneous chang-
esin thelocal economy. It can also provide a
snapshot of economic change at the local lev-
el. Yelp is a useful addition to the data tools that
local policy-makers can access.

Ultimately, data from platforms such as
Yelp — combined with official government sta-
tistics — can provide valuable complementa-
ry datasets that will ultimately allow for more
timely and granular forecasts and policy anal-
yses, with a wider set of variables and a more
complete view of the local economy.

Animportant question in relation to this
work is how the trade-off between privacy for
individuals and the openness of the rich infor-
mation contained in data sources such as those
discussed here should be handled. This is espe-
cially relevant in light of the General Data
Protection Regulation (GDPR) act implement-
ed inthe EU during 2018.

Additionally, the question of how public
statistical agencies should handle and/or com-

Big data can
improve policy-
making directly.

Third-party data
can augment of-

ficial statistics.
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plement data generated by private firms is of
great importance.
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